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Abstract
In this paper, we show some properties of pure codes and give several characterizations

on two-element pure codes. It can be shown that a language is a solid code if and only if
it is a comma-free code which is also a d-code. We also show that d-codes, intercodes and
solid codes are pure code.
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1. Introductions

Codes are formal languages with special combinatorial and structural properties which
are exploited in information processing or information transmission. To investigate proper-
ties of codes, one may discuss the relationships among all classes of codes. The relationships
construct the hierarchy of classes of codes that we have seen from ([6], [13]). For instance,
the class of the solid codes ([2], [9]) lie below the class of comma-free codes ([1]) in the
hierarchy of classes of codes.

The notion of pure languages was introduced in ([5]). Subsequently, the concept of the
pure code turns up the property of the preserving homomorphisms. There is compelling
evidence that if the image of alphabet is a pure code by a homomorphism, then the
homomorphism is primitivity-preserving-homomorphism ([8]). The concept of pure code
gives rise to a motivation for studying the properties of pure codes and investigating the
relationships with others. The relationship between the class of pure codes and the class
of d-codes is investigated in ([3]). Therefore, beside the relationships discussed among the
classes of codes, some characteristics of pure codes, comma-free codes, d-codes and solid
codes will be studied in this paper.

This paper is organized into several sections. The first section introduces the overview
of this paper. In the second section, we will display some well-known definitions and
properties applied in this paper. To investigate the relationship among comma-free codes,
d-codes and solid codes, some properties of d-codes should be explored. In the third
section, we can get some characteristics of the d-codes. Moreover, we intend to explore the
result that a language is a solid code if and only if it is a d-code and also a comma-free
code in the fourth section. Finally, some properties of pure codes is studied. Meanwhile,
as will become evidence that d-codes, solid codes, comma-free codes and intercodes are
pure codes.

f This work was supported by the National Science Council R.O.C. under Grant NSC 95-2115-M-040-
001. AMS Subject Classification: 68R15

* E-mail: cchuang@csmu.edu.tw



2. Definitions and Preliminaries

Let X be a finite alphabet and X* the free monoid generated by X. Any element of
X* is called a word. The length of a word w is the number of letters occurring in w and
denoted by lg(w). Any subset of X* is called a language. Let X = X*\ {1} where 1 is
the empty word. A word w € X7 is said to be primitive if w = f™ with f € X+ always
implies n = 1. Let ) denote the set of all primitive words. For a word w € X, there
exists a unique primitive word f and a unique integer i > 1 such that w = f*. Let f = y/w
and call f the root of w. For two words u,v € X*, we denote by v <, u if v € P(u) and
denote by v < uif v € S(u). A word x € X is said to be non-overlapping if x = uy = yv
for some y,u,v € X* implies y = 1. Let D(1) be the set of all non-overlapping words.

For a given word z € X, we define the following sets.

P(x) ={y € XT|z € yX*}, P(z)={y e XT|z e yXt},
S(z) ={y € XT|z € X"y}, S(x) ={y € XT|z € Xy},
E(x)={y € XT|lz € X"yX*}, BE(z)={ye X*t|lz e XTyX*UX*yX+}.

A language L C X7 is a code if 129+ = Y1Yy2+ - Ym, Ti,y; € L implies that
m=mnand xz; = y;, © = 1,2,...,n. We review the definitions of some codes used in this
paper: a code L is a prefiz code (suffix code) if the condition LNLXtT =0 (LNX1L =)
is true. A code L is a bifiz code if L is both a prefix code and also a suffix code. A code
L is an infix code if for all z,y,u € X*,u € L and zuy € L together imply z = y = 1.
A code L is an intercode if L™t N XTL™X+ = (),m > 1. The integer m is called the
index of L. An intercode of index one is called a comma-free code. A code L is a d-code if
L is a bifix code and P(L) N S(L) = L. Given a set L C X', any word w € X can be
represented as: w = T1Y1T2Y2 -+ TnYnTnt1, Where y; € L, 7 =1,2,... n, E(z;)NL = 0,
i=1,2,...,n+1. If E(w)NL=0or L =0, then we let w = x1. Any such representation
of w is called an L-representation of w. A code L is a solid code if for any w € X there
is a unique L-representation. In the following, we review some results used in the rest of
this paper.

Lemma 2.1 ([4]) Let u,v € @ with v # v. Then u™v™ € Q for all m > 2,n > 2.
Lemma 2.2 ([7]) Let uv = f,u,v € X*, f € Q,i > 1. Then vu = ¢* for some g € Q.

Lemma 2.3 ([4]) If uv = vu,u,v € X1, u # 1,v # 1, then u,v are powers of a common
word.

Lemma 2.4 ([3]) If uv = vz,u,v,2 € X* and u # 1, then u = (pq)’,v = (pq)’p, z = (qp)°
for some p,q € X*,©> 1,5 >0 and pq, gp € Q.

Lemma 2.5 ([10]) If ug™ = g* for some m,k > 1,u € XT and g € Q with u ¢ ¢*. Then
q # g and 1g(g) > lg(g™ ™).

Lemma 2.6 ([12]) Let z1,x2,91,y2 € X be such that z1y; € Q. If 11 = x2y2 and
Y171 = Y22, then xo = x1 and yo = y;.



Lemma 2.7 ([11]) Let X be an alphabet at least two letters and let L C X T be an
intercode of index n with n > 1. Then for every m, m > n, L is an intercodes of index m.

3. Some Properties of d-codes

A language L C X is said to be a d-code, which is introduced by Y. Y. Lin in ([3]),
if L is a bifix code and P(L) N S(L) = L. To investigate the relationships among d-codes,
comma-free codes and solid codes, we study some properties of d-codes in this section.

Proposition 3.1 ([3]) Let L C X . The following statements are equivalent:

(1) L is a d-code.

(2) Any proper prefix of a word in L is not a suffix of any word in L and any proper suffix
of a word in L is not a prefix of any word in L.

(3) For any u,v € L, if there exists z € X such that x <, u,x <s v, then z = u = v.

From the above result, the following conclusions are given immediately.

Proposition 3.2 If L is a d-code, then for every u,v € L, P(u) N S(v) # ) implies u = v.
Proof. It is clear. [

Proposition 3.3 Let L C X*. L is a d-code if and only if L is a bifix code and P(L) N
S(L) =0.

Proof. It is clear from Proposition 3.2 and the definition of d-codes. []

4. The Relationships of Families of d-codes, Comma-free Codes and Solid
Codes

In ([2]), Shyr had shown that a solid code is a comma-free code. The converse is not
true. For example, {aba} is a comma-free code. But the word ababa = ab(aba) = (aba)ba
has two different L-representations, by the definition of solid codes, {aba} is not a solid
code. Beside the known relationship which the family of solid code is contained in the
family of comma-free code, the relationships among the families of d-codes, comma-free
codes and solid codes will be studied in this section. In fact, the family of solid codes is
the intersection of the family of comma-free codes and the family of d-codes. Before the
result is explored, we review some characteristics of solid codes used in this section.

Proposition 4.1 ([1]) Let X be an alphabet and let L C X . If L is a solid code, then L
is a comma-free code and hence an infix code.

Proposition 4.2 ([10])L is a solid code if and only if every two words u,v € L satisfy the
following conditions:

(1) P(u)nS(v) = 0.

(2) If u# v, then u ¢ E(v) and v ¢ E(u).



In the following, the relationships are investigated among solid codes, comma-free
codes, and d-codes.

Proposition 4.3 Let L C X . Then the following statements are equivalent:
(1) L is a solid code.

(2) L is an infix d-code.

(3) L is a comma-free code with P(L) N S(L) = 0.

Proof. ((2) =(1)) Suppose that L is an infix d-code. Since L is a d-code, by Proposition
3.2, P(u) N S(v) = () for every u,v € L. In the meanwhile, since L is an infix code, either
u € E(v) or v € E(u) will imply u = v. Hence, by Proposition 4.2, L is a solid code .

((1) = (2)) Suppose L is a solid code. Then, by Proposition 4.1, L is an infix code
and hence a bifix code. Since L is an infix code, either u € E(v) or v € E(u) implies that
u = v for any u,v € L. Thus P(u) N S(v) = 0 for all u,v € L with u # v. Hence, by
Proposition 3.3, L is a d-code.

((3) = (1)) Since L is a comma-free code, L is an infix code. Then either u € E(v) or
v € E(u) implies that u = v for every u,v € L. This in conjunctive with P(L)NS(L) =0
and Proposition 4.2 yields that L is a solid code.

((1) = (3)) Suppose that L is a solid code. Then by Proposition 4.1 and 4.2, L is a
comma-free code with P(L) N S(L) =0. [

Proposition 4.4 Let L C X ™. L is a solid code if and only if L is a d-code and also a
comma-free code.

Proof. (=) From Proposition 4.1 and 4.3, the result is clear.

(<) Let L be a d-code and a comma-free code. Suppose that L is not a solid code. Then,
by Proposition 4.2, there exist u # v € L such that P(u)NS(v) # 0, v € E(u) or u € E(v).
Since P(u) N S(v) # 0, L is not a d-code. In the meanwhile, either v € E(v) or v € E(u)
implies that L is not a comma-free code. Therefore, as L is a d-code and also a comma-free
code, it implies that L is a solid code. []

5. Pure Codes

A language L is pure code if it is a code such that for any x € L*, \/x € L*. To inves-
tigate the relationship between pure code and others. In this section, the characteristics
of pure codes will be investigated first. We have the following result.

Proposition 5.1 Every pure code is contained in Q.

Proof. Let L be a pure code. Suppose that L is singleton, that is, L = {u}. If u = f"
with n > 2 where f € @, then uw € L* but v/u = f ¢ L*. Hence L = {u} is not pure, a
contradiction. Thus u € (). Next, suppose that L contains two or more words. Let u =
fte L,i>2. Since L is pure, f = /u € L*. Let f = ujug -+ up,ur € L\ {u},1 <k <n.
Thus u = f* = (ujug - - - uy) - - - (ugy - - - uy, ). This contradicts that L is a code. []

Let A C X be a code. A word x € A* is a root word constructed by A if x = f*,n >
1,f € AT always implies n = 1 and = = f. For a code A C Q, let Q4 be the set of all

4



root words constructed by A. Similar to the definitions of Q®,i > 1, QS) ={1}UQa

and QS) = {f'|f € Qa} for any i > 2. For any x € A*, it is clear that if x € @Q, then
x € Q4. But the converse is not true. For example, let A = {aba,b}. Then the word
x = (aba)b = (ab)? € A*. By the definition of root word constructed by A, (ab)? € Qa,
but (ab)? € Q. In the following proposition, we will show that A is pure if and only if for
every x € A*, x € Q4 implies = € Q.

Proposition 5.2 Let X be an alphabet and A C @) be a code. Then A is pure if and only
if every root word x constructed by A is primitive.

Proof. Assume that A is pure. Suppose that there exists a word in Q4 which is not
primitive. Let z € AT and z € Q4 \ Q. Since z ¢ Q, let x = f",n > 2, f € Q. However,
x € Qu implies f ¢ A*. That is, x € A* and /x ¢ A*. It contradicts that A is pure.
Conversely, suppose that A is not pure. Then there exists z € A* such that /z ¢ A*. (1)
If 2 € Qa, then x ¢ Q. Indeed, if z € Q, then € Q4. This implies that \/z =z € A*, a
contradiction. (2) If x ¢ @4, then there exist g € Q4 and m > 2 such that z = ¢™. Since
x=f" f¢& A* we have ¢" = f™. But from g € Q4 C A* and f ¢ A*, there exists i > 2
such that g = f*. Thus g € Q4 and g ¢ Q, a contradiction. []

Proposition 5.3 Let L = {u,v} C Q. If L is a pure code, then uv € Q.

Proof. Suppose that uv ¢ Q. Let uv = f*,n > 2, f € Q. Then there exist f1, fo € X

such that v = fFfi,v = fof" %1 with f = fifo where n — 1 > k& > 0. We have the

following cases:

(1) k=0. Then u = f1,v = fof" ! Thus Ig(u) < lg(f) < lg(v). This case implies that
fer.

(2) n—2>k>1. Since u= fFfi,v=fof"*1 we get lg(f) < lg(u) and lg(f) < lg(v).
This case also implies that f ¢ L*.

(3) k=n—1. Then u = f*f;,v = fo. Thus lg(v) < lg(f) < lg(u). This case also implies
that f ¢ L*.

From (1), (2) and (3), uv € L*\ @ implies y/uv ¢ L*. This contradicts that L is pure
code. Hence wv € Q. []

In the following, we give a characterization for {u,v} C X™ which is a pure code. It
needs the following property.

Lemma 5.4 Let 2,y € X*. Then yx <, 2™y, m > 1 if and only if \/z = ,/y.

Proof. (<) Immediate.

(=) Let yzr <, 2™y and z,y € X*. If m = 1, then yz = xy. Thus, by Lemma 2.3,

NCES VY- So we will consider the case m > 2. There are the following three cases:

(1) y <p 2™t Ify = 2™, then z = /y. We consider y <, 2™ *. Note that
yr <, z™. There exists x1,22 € X* with ¢ = 129 such that yx = 272, where
1 <j<m-—1. Since yzr = yr175 = 21 = x1(7271)7, We get x122 = xox;1. Hence,
by Lemma 2.3, \/z; = \/Z, = y/z. This in conjunctive with y = 2/~ 'z yields that

\/gz\/i1:\/5-



(2)

et <y <, 2™ Iy = 2™, then /z = /y. Hence 2™~ <, y <, ™. There exist
x1,T2 € X1 such that y = 2™ '2; and = z125. Since y <p ™, yr <p amtL
Thus ™ 'z12129 <p xm_l(xlxg)Q. This yields that x1z9 = x2x1. Hence, by Lemma
2.3 again, \/r, = \/z, = y/z. This in conjunctive with y = 2™ 'z, yields that
VY= VT, = /7.

™ <, y. There exist y1,y2 € X+ such that y = yyy2 and y; = ™. Since yz <, 2™y,
yor <p y = xys. If Ig(y2) < lg(z™), then this condition is similar to Cases (1)
and (2). It yields that \/z = /y,. This in conjunctive with y = z™ys yields that
VY = V. If Ig(y2) > lg(z™), then there exist k > 1,y € X such that y = (2™)"y/
where lg(y’) < lg(z™). Again, it is similar to Cases (1) and (2) and yields /x = /3.
[]

Proposition 5.5 Let u # v € @ with lg(u) = lg(v). Then {u, v} is pure code if and only
if uwv € Q.

Proof. (=) By Proposition 5.3, the result is clear.

(<) Let uv € Q. Suppose that L = {u, v} is not a pure code. Then there exists a word

x € L*\ @ with minimal length such that x = zy25 - - - z,, = f™, where f € Q\ Qr,m,n >
2,z; € {u,v},1 < i < m. Since \/Jxr = f ¢ L*, we have that f* ¢ u* Uv*. This implies
that uwv € E(x) or vu € E(x). From Lemma 2.2, the only considered case is that 1 = u
and z,, = v. That is, u <, z = f",v <g x = f". We will consider the following cases:

(1)
(2)

lg(f) =lg(u) =1g(v). Then u = f = v, this contradicts to u # v.

lg(f) < lg(u) = 1g(v). By Lemma 2.2, let z = uftvt - - uPrvIr, where iy, jp > 1,1 <
kE<rwithii+---+i.-+7J1+ -+ j. =m, i1 > i for all k. As 71 > 2, by Lemma 2.1,
we have that v/t ---uirv/r € Q. And by Lemma 2.5, Ig(f) > lg(u®*~1) > lg(u). This
contradicts that lg(f) < lg(u). Hence ¢; = 1. This implies that iy, = 1 for 1 < k <.
Now by Lemma 2.2, we let = wv?t - - -uvir, where j, > j, for all k. It yields that
u? ¢ E(x). As j, > 2, by Lemma 2.1, we have that uv?t ---u € Q. And by Lemma
2.5, Ig(f) > lg(vi7—1) > 1g(v). This contradicts that lg(f) < Ig(v). Hence j, = 1 and
jr = 1 for 1 < k < r. It yields that v? ¢ E(x). Since u?,v? ¢ FE(x) and lg(x) is
minimal, x = uv = f™. This contradicts that uv € Q.

lg(f) > lg(u) = lg(v). There exists a number 1 < k < m such that f =
T1To T 1T, [ = TpoTpa1 Ty and T = Tp1Tgpo where zp1,Tpe € X,
Since L = {u,v} C @ and lg(u) = lg(v), the case x, = u will be considered. The
other case xj; = v is similar. To consider the case x; = u, we have the following two
cases:

Tp41 = . Since 1 = U = Tp1Th2 <p [ and TpoZpy1 - Ty = f7~1, this yields
that zporr1 = Tp17k2. By Lemma 2.3, xk1, xxo are powers of a common word. Thus
u = wrrwi2 ¢ Q. This contradicts that u € Q.

Tp4+1 = v. Since lg(u) = 1g(v), there exists a word v1 <, v such that u = Tp1xRe =
Trov1. By Lemma 2.4, we have that

zr1 = (pg)™, xk2 = (pg)'p, v1 = (qp)™ (4—2)

for some p,q € X* with pg € Q and i; > 1,5; > 0. Thus u = (pg)* 71 1ip. We
consider two subcases:



(3-2-1) zp_1 = w. Since x,,, = v <g f and f = x129- - Tx_17k1, there exists a word
us <s Tx—1 = u such that v = ugxg;. This in conjunctive with lg(u) = lg(v)
yields that 1g(zg2) = lg(ug) and us = xpa. Thus v = zozk. From Equation
(4-2), v = (pg)*p(pg)™. Since v1 <, v, (gp)"* <p (pq)”*p(pg)™. If j1 > 1, then
pq = qp. By Lemma 2.3, u,v are powers of a common word. This implies that
uv ¢ Q. This contradicts that uwv € Q. If j; = 0, then u = (pq)***!p. Since
(gp)" <p p(pg)™ and iy > 1, we get gp <, ppq. By Lemma 5.4, we have that
VP = /4, i.e., u,v are powers of a common word. Again, this implies that uv ¢ @
and this contradicts that uv € Q.

(3-2-2) xp_1 = wv. Since x,, = v < f = 122+ - xp_12k1 and lg(u) = 1g(v), there exists a
word vy, vy € X1 with v = vyvy such that v = voxy;. That is, v1vs = voxk;. By
Lemma 2.4,

vy = (r8)72r, vy = (r8)2, 141 = (s71)"2 (4-3)

where r,s € X* with rs € @ and is > 1,j5 > 0. From Equations (4-2) and
(4-3), (gp)* = vy = (rs)® and (pq)"* = xp1 = (sr)®. Since pq, qp,rs,sr € Q,
qgp = \/v1 = rs and pqg = /g1 = sr. By Lemma 2.6, 7 = q and s = p. Thus u =
(pq)2t1H1p and v = (gp)*2T72F1q. This implies that uv = (pq)ir T itz 43 ¢ ()
a contradiction. []

In the following, we will show that d-codes, solid codes, comma-free codes and inter-
codes are pure codes. Before we explore the relationships between pure code and others,
it can be shown that every subset of a pure code is a pure code and the intersection of two
pure codes is a pure code.

Lemma 5.6 Let A be a pure code and B C A. If B # (), then B is a pure code.

Proof. Let w € B*. If w = 1, then y/w = 1 € B*. Let w € B*. It can get that
w € BT C A*. Suppose that /w ¢ B*. Since A is a pure code, by the definition of the
pure code, /w € A*. Let /Jw = wyws - - -w; - - - w, where w; € A for some i . Then there
exists code word wy € A occurred in /w such that wy occurred in w for some k. This
contradicts that w € BT. Hence v/w € B*. We can conclude that B is a pure code. []

Lemma 5.7 Let A, B be pure codes and C = AN B. If C # (), then C is a pure code.

Proof. Let w € C*. Since w € CT = (AN B)T C AT and A is a pure code, by Lemma
5.7, one have that \/w € A™. Similarly, /w € BT. That is, /w € AT N BT. This implies
that \/w € (AN B)t = C*. Hence C is a pure code. []

Proposition 5.8 ([3]) Every d-code is a pure code.

Proposition 5.9 An intercode of index greater than or equal to 2 is a pure code.

Proof. Let L be an intercode of index m > 2. Suppose that L is not a pure code.
Then there exists a word w € L* such that \/w ¢ L*. This implies that /w # w. Thus
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w ¢ Q. Suppose that w = f*i > 2 where f € Q. Note that vw = f ¢ L*. Let
w=ujug - -up, = f', where n > 1 and u; € L for 1 < j < n and for every j < n,

UJ1U,2"'Uj¢f+. (4_4)

We consider the following three cases: (1) n=1; (2) n=2; (3) n > 3.

(1) n=1. Then w = uy = f* i > 2. This contradicts that L is an intercode.

(2) n = 2. Then w = wjuz = f% i > 2. Since L is an intercode and f ¢ L*, there
exist fl,fg c X+,i0,j0 Z 0 such that Uy = fiofl,U/Q = f2fj0 where f = f1f2 and
10+ Jjo =1 — 1. Let m < 2k where k > 1.

(2-1) If i = 0, then u; = fi1,us = fof70,jo > 1 and ujus = f7°F. As we consider
(uour)Fuy € LK+,

(ugur)fug = (fof° f1) faf70 = fa(f7 frfo)" f70 = fo(f7oH1)F fI0
= fa(ugug)¥ 70 € foL?* fio C XTL2RXT,
Thus L is not an intercode of index of 2k. Since m < 2k, by Lemma 2.7, L is not
an intercode of index m, a contradiction.
(2-2) Ifig > 1, then uy = fi© f1, us = faf7°,50 > 0 and ujus = fioFJo+l Agwe consider
(uyug)ku, € L2F+L,
(urug)fuy = (f frfaf7)F fo fr = (frotot )k frofy = f(frotoothyr flo=t fy
= flurug)* fo7 fr € fLPFfOTL A C XTL2PXT,
Thus L is not an intercode of index of 2k. Since m < 2k, by Lemma 2.7, L is not
an intercode of index m, a contradiction.

(3) m > 3. From Equation (4-4), for any j =2,3,...,n—1,u; £, f, u; £s f and f £, u;,
[ %s u;. Hence for any j = 2,3,...,n—1, there exist f1, fa2, f3, fs € XT and r,s,t >0
such that f = fifo = fafs and wyug - uj_1 = f"fr,u; = fof'fa, wjpr---un = faf®
Thus uyug - - - u, = frH5H+2 As we consider (ujujy1 -+ upuy - uj_1)ku; € LW+

(UjUjJrl CrUplUy - 'Uj—l)kuj = (f2ftf3f4fsfrf1)kf2ftf3
— (f2fr+s+t+1f1)kf2ftf3
= fo(S7 T L) s
— f2(fr+s+t—|—2)kftf3
€ f2L™ f! f3
C XtLhxT,
Thus L is not an intercode of index of nk. Since m < 2k < nk, by Lemma 2.7, L is

not an intercode of index m, a contradiction.
From above cases (1), (2) and (3), we can conclude that L is a pure code. []

An intercode of index one is called a comma-free code. From Lemma 2.7, comma-free
code is the subset of the intercode with index greater than 2. This conjunctive with Lemma
5.6 and Proposition 5.9 yields the following result.
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Corollary 5.10 Every comma-free code is a pure code.

Moreover, from Proposition 4.4, a solid code is the intersection of a d-code and a

comma-free code. This conjunctive with Lemma 5.7 yields the following result.

Corollary 5.11 Every solid code is a pure code.
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