FRERTIEELE LT AL

BLRR R B ERGHYE Y B EARL
PR GEHR)

Gl S B

7 % % %L ¢ NSC 99-2410-H-040-001-

o7 H F 2 99#017 01px100&03°% 31p
foFE P LFRAEREY IRET R

FE LA PER

LE B AR D AAITE Y A -H ErE
AR A-fEmmAf 2

“F
in

SR =1
5

oo R AARRERELEREEF LB

BT 4 R AP EAE ARG FEMARE 2 EGT 2B AN

P& % K 100# 057 16 p



' & —

R

= ;}D 02 gl “_’-l, ‘ e 2L
FRERTPELRGHSLEFIVE S (e

FEMR TR 2 BP0 E Y RIFAR2Z A7
An analysis of the relationship of integrated wagtitest tasks and strategy use to

EFL integratedwvriting test performance

GRS LA bV S e
% %% D NSC 99-2410-H—040-001
PEHEF 99 & 12 1 p 2100+ 37 31 p
HEWEE hor ? LFF A F R PRF T

PRI HER
+*

(d
FEEEAR S G BRE

FRFL (Rt P E R R EE Orgwz

JdL S LR A R R TR E O W2 R A7

Bz et EpiE - []- - =27 2F 43



FEELBTRHELZ BIEXRHNHE L RITLRLHH
An analysis of therelationship of integrated writing test tasks and strategy use
to EFL integrated writing test performance
NSC 99—2410—H—040—001
F &

FE R RPRREFAFIE TS L P REEARRARR D E e §F I A I E
Rl%he 20 RABEERARTIGEE e - a5 > B2 BIFRET P 28305 - REA ¥
LTt o A FEMEEY BTREEL - AT A LT R AT A ST TR L LT
oo AR B IFRAL 0 AP R TR LRI IR Y DRI R LY RS FREY T
R EE A A AR PRI ARE T AT AL FHE ST o R L R
BAYRFRARFFLELYAFOEF BT > FALhwFEY Y RS Er AR A PR
WA WA & oG odhw b s (backwash effects) i@ o BEE BB ITRISR D RS Sl - 1
& f§ < & (construct validity) 4p B £33 o d SRS duE on R 7 AR P 0 A RGP RIS
(test interpretatiord = 4 & * (test useyri #_» F » 7 j#ie S {24 g & (constructi e & i -

A LFE AR S R R [T LR kBRI A R e
HRFB I RER L A2 LR LA PR B AR

TEAFHFPAADGE  ZORG I EBERCRRARFRTRE-E LY o B ARG BAES
FRARRZKG AR S RAR TR 7 S N RT3 B ITLRG Lo PP F -

Tobo AT R BT R B R EA R &R SR o FEAPRL L ES A
R E PTG e R o pHNRAR T BHEBCLANEE 2 ELEI B FLEN DY o
ERFALF O TR oBFRFEY FAoP R B ABE R AR IETE ) EHS P RE S
B ITRG R B AR R BTN PN AR RRE KT RELER TR A TR
R T T 2T ERS R D S

B4t P BB iT -~ BITRIE% ~ BT ~ LEMR TR



FEELBTRHELZ BIEXRHNHE L RITLRLHH
An analysis of therelationship of integrated writing test tasks and strategy useto
EFL integrated writing test performance
NSC 99—2410—H—040—001

Abstract

In recent years, the use of integrated writing $akk assessing academic writing in English hashbee
increasing in popularity. A number of commerciahdaage tests and in-house writing tests have iedud
integrated reading-based writing (RW) tasks angluytaased writing (GW) tasks in their assessmenebes.
These tasks are proposed to offer more authentioifyrove fairness, and provide positive washbdtdces

of the test on learning and teaching of Englishweieer, the integrated nature of these tasks cae igsses

of test development and constructed-related vglidiven that the inferences made from test scdepend
upon the construct of the measure, it is importaritave a deeper understanding of the construcésuned
by these two task types. This project investigéteseffects of the types of source texts, nametpaleand
visual texts, in the prompts and test takers’ sgwytuse on their test performance.

Participants were 287 undergraduate students edrofi Chung Shan Medical University. They were
recruited to take RW and GW tests, followed byrategy inventory on how they thought while compigti
the test. Ten additional students were invitedamglete a RW and GW tasks, and participate in taiokid
sessions and retrospective interviews. The dat@ wealyzed quantitatively and qualitatively. Explory
factor analysis (EFA) was be used to identify timk lbetween strategy use (latent variables) andesiu
essays (measured variables). Drawing upon prewaiislg research, confirmatory factor analysis (GFA
was utilized to test the hypothetical relationswsEn observed and latent variables. A structurabegn
modeling (SEM) was used to model relationships betwstudents’ self-reported writing strategy use an
their writing performance. The data collected frdmmk-alould sessions and retrospective intervievese
analyzed to provide supplementary information terpreting the quantitative data.

The quantitative results indicated that writerspoegling to the RW task were engaged in self-remgat
discourse synthesis, and paraphrasing strategiesseT strategies exerted positive impact on thet te
performance. Writers engaged in the GW task wenadao use graph comprehension, graph interpretatio
and graph translation strategies during the tagktla@ use of these strategies generally had pesitipact on
their writing performance.

The qualitative results reveal that both RW tasll &W task required examinees to comprehend source
information at a global level. Some differenceswlwer, were shown across tasks and writers atreliffe
score levels, with the RW tasks eliciting a moralitative and interactive process than the GW safsk the
higher scoring writers. The findings of the studpwpde insights into the nature of RW and GW taaksd
may contribute to the validity of source-based wgttasks. The study also has implications for sdco
language writing assessment and instruction.

Keywords: Academic writing, writing assessmenttiwg strategies, integrated writing tasks
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| Introduction

A great number of university assignments involvéing from various sources (Horowitz, 1986; Kirkth&
Saunders, 1991) because the ability to integrateceanformation into writing has been consideratial to
achieve academic success (Campbell, 1990; Leki &dPa 1997). Many language tests, therefore, hiee a
begun to incorporate tasks requiring writers to pose from sources into their assessment batterigs Test

of English as a Foreign Language — TOEFL, Canadieademic English Language Assessment — CAEL,
International English Language Testing System -TEELGeneral English Proficiency Test — GEPT). Due t
their resemblance to real-life academic writingksasthese source-based tasks are seen to pronsite te
fairness (Feak & Dobson, 1996; Read, 1990) andeas® positive impacts on learning and teaching
(Cumming, Grant, Mulcahy-Ernt, & Powers, 2004; F2R04). Considering their growing popularity in ot
academic settings and language testing contexts, ihportant to explore the nature of these taSks
present study sought to investigate how Taiwanegera approach two types of source-based writasig,
RW tasks and GW tasks, and how their strategy usagithese tasks affect their writing performance.

Il Background

Since the late 1980s, research on test-taking pseseand strategies has thrived. A number of Sudige
focused on whether test-takers complete test taskbe manner related to the cognitive and linguist
processes or strategies found in actual writingeds (e.g., Anderson, 1989; Anderson, 1991; Coh884;
Homburg & Spaan, 1981) given that the findings frpmcess and strategy research may provide usefu
information regarding the construct validity of ttests (Bachman, 2002; Cohen, 2006). Most proceds a
strategy research has focused on test-takers’ inepésations responding to selected-response i(engs,
multiple choice, drag-and-drop, cloze) in readimgl distening comprehension tests (Anderson, Bachman
Perkins, & Cohen, 1991; Cohen & Upton, 2007; DosiggaHegelheimer, 2006). Little is known about how
test-takers respond to constructed-response itergs (riting) (Cohen, 1994). In order to expldne nhature

of source-based writing tasks, it is necessary#mne how writers approach the source texts amdtheir
strategies may vary across tasks and writers.

1 Strategies on reading-based writing

Strategy research has long been of interest tongrgcholars. A large number of researchers hadeated
main approaches first language (L1) writers usedmplete a writing task, such as cognitive modéls o
composing processes (Bereiter & Scardamalia, 1BBiyer & Hayes, 1981; Hayes, 1996; Kellogg, 1996),
models of discourse construction (Flower, 1994weloet al., 1990), and constructivist models otdisse
synthesis (Spivey, 1984, 1990, 1997; Spivey & Kit@89), and these theories have been extensivpliedp
to second language (L2) strategy research. Faannst a few L2 research studies (Asencion Dela2@38;
Asencion, 2004; Plakans, 2009) have applied theodise synthesis models (Spivey, 1984, 1990, 1997;
Spivey & King, 1989) as the fundamental framewotsspecify reading-writing interactions. The major
processes involved in these models wanganizing, selectingandconnecting In organizing readers/writers
refer to the organization of the source text inntdging the general ideas of the te8electingis when
readers/writers extract the most crucial chunksindbrmation from a pool of information units, and
subsequently include the selected ones for them @witing. During connecting writers link their prior
knowledge to the information in the source textsege studies contribute a better understandingamh m
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processes involved in reading-based writing andesers the basis for interpreting writers’ composing
strategies in the study.

2 Strategies on graph-based writing

Although little language testing research has eranhithe strategies engaged in responding to grapbeb
assessment tasks, L1 cognitive psychology theoffes useful frameworks of graph comprehension thay
provide some insights into the interactions betwiestitakers and graphical inputs.

Three central processes emerged during graph cbems®n have been identified in previous
literature: encoding a graph, interpreting a grajgingl associating one graph feature to anothehdesiure
(Bertin, 1983; Carpenter & Shah, 1998; Kosslyn, 298hse, 1993; Pinker, 1990). Some studies andlyze
how people interpret a specific graph format. CatgvwEmery, Lonon (1993) found that participantsreve
constantly engaged iglobal productivityandlocal productivity Gillan and Lewis (1994) found that many
participants mentally compared one wedge with theran reading pie charts.

Few studies have addressed graph comprehensiantargretation in a language testing context. For
instance, Bridges (2010) and Mickan, Slater, artlos@1 (2000) have focused on the processes andgéast
involved in graph-based writing tasks in the IELB3idges (2010) examined the test-taking procesased
by sixty IELTS candidates when they responded tyagph or diagrammatic prompt. The study found six
processes commonly applied to complete IELTS Acad@énriting Task 1: macro-planning, organizing,
micro-planning, translating, monitoring, and rengi The findings showed that macro-planning and
monitoring were used more frequently for more miefit writers than less proficient ones. The qoestaire
used in the study focused mainly on self-regulatperations while interactions between graph repdimd
writing were rarely discussed.

The studies reviewed above illuminate strategie=iusy writers when responding to RW and GW
tasks. To add to this strand of literature, thespné study examines Taiwanese writers’ composirajesfies
and their relationship to test performance. Thel\stalso looked at the similarities and differenagesheir
strategy use across tasks and writers.

Il Method

1 Participants

The study participants consisted of undergraduatéests enrolled in Chung Shan Medical University i
Taiwan. A total of three hundred fifteen studenesavasked to complete a RW and a GW task, follduyean
inventory consisting of the RW Strategy InventonydaGW Strategy Inventory. Of the 287 voluntary
guestionnaire respondents, 57.896-(166) were female and 42.2% were male(121). The average age of
the participants was 19.38 yeaiSD(= 1.58). Ten additional participants were invited participate in
concurrent think-aloud and interviews sessions.s€&hparticipants represented a variety of discipline
including dentistry, nursing, optometry, medicalaiging, physical therapy, and health care management
Before taking the exam, they had been instructebiss about how to approach both RW and GW tasks.

2 Instruments

Six instruments including the strategy inventoagkis, and scoring rubrics for RW and GW tasks weegl in

the study. The strategy inventory was developeduwsadl to elicit information on participants’ stigyeuse
5



during each type of task, and assessment tasksugerkto assess students’ integrated writing gbilihe
scoring rubrics were used to evaluate responsgessa

a The RW and GW Strategy Inventorigsie two types of strategy inventories, the RW &\ strategy
inventories with 6-point Likert items anchored mever’ (0) and ‘always’ (5) were developed to measu
strategy use during the RW and GW tasks. To estallbntent validity, three writing experts were sdted

to examine item comprehensibility and clarity. Theior to their actual use, the preliminary invargs were
piloted with 115 participants for reliability. A \ieitems were not included as a result of low itenak
correlations and alpha. The final modified invegtoonsists of 26 and 33 items for the RW and GWdas
respectively. Following EFAs, CFAs utilizing MaximmuLikelihood (ML) estimation were conducted witleth
AMOS 16.0 statistical program (Arbuckle, 2007) wmpare and evaluate different measurement models o
strategy use. All composites of strategy use iteewgaled reasonable levels of reliability and vgliénd
served as the final measurement model for the Skdy/ses.

b. RW and GW taskIwo argumentative source-based test tasks aimgulotopt academic writing skills
were developed for the study: one RW and GW takk. &rgumentative genre was used given that it was v
common in many academic settings (Cumming et 8052 In the development of the RW task, excerpts
were selected from multiple source texts such atbdeks, magazines, and the Internet for the p@rmds
enhancing the authenticity of the task. Followingwkowicz’s (1994) suggestion of using more than one
source text for reading-based writing tasks, twortspassages demonstrating opposing perspectivése of
same issue were included in the RW task. Theseagassvere adjusted to be similar in length, orgdiua,

and readability based on the following criteriaegéh Kincaid Grade level between 11 to 12; Fleseadihg
Ease score between 40 to 60; and word count bet®&8nto 250. On the other hand, the GW task
incorporating common forms of charts, line and plearts, were developed to stimulate test-takers to
demonstrate their ability to comprehend, interp@d make connections among pieces of graphical
information. These tasks were reviewed by writingexts and piloted with 30 undergraduate studeetsré
they were administered to the study participants.

c. The RW and GW scoring rubrids: order to examine how test-takers’ strategy utected the different
aspects of writing performance, participants’ resas toward the RW and GW tasks were assessedthsing
rubrics consisting of four scales (content, orgatdm, language use, and source use) and threesscal
(content, organization, and language use) respytiVhese scales were developed by adapting tHeFLO
the GEPT writing, and the IELTS writing scoring rigds. Each scale is divided into six levels witlorsgc
points from O to 5. Prior to the scoring sessidhraters were invited to participate in trainingssions in
which they reviewed task requirements, scoringeddaf and anchor essays that illustrated the idiosgy
within each score level. Utilizing Spearman raniesrcorrelation coefficient (rho), the resultingeirrater
reliability estimates for ‘content,” ‘organizatioianguage use,” and ‘source use’ were fairly h{gh above
.85).



3 Data analyses

a. Quantitative Analyses

The primary procedure of analysis was a SEM becalisgo reasons: 1) it considers the measuremeotser
so that the relationships among variables can bee raccurately estimated compared to other multw@ri
methods (e.g., regression analysis, ANOVA) (Jorgsko Sorbom, 1989; Stevens, 1992); 2) it allows
simultaneous examination of a set of latent andsorea variables (Byrne, 1994). The data were first
examined for univariate and multivariate normaltyd then submitted to a series of EFA and CFA in
examining the proposed relationships between glyatese and test performance. SEM analyses were
subsequently conducted to explore the associatiorsg measured and latent variables in the mocehgU
ML estimation procedures, proposed models wereuatadl based on goodness-of-fit indices: the chasgu
difference test,f), the root mean square error of approximation (FEMB standardized root mean square
residual (SRMR), comparative fit index (CFIl), Akaiknformation criterion (AIC) and Tucker-Lewis inde
(TLI). An acceptable model needs to meet the falhmacriteria: non-significant’, RMSEA  .06), SRMR
(<.08), CFI £ .95), and TLI £.95) (Hu & Bentler, 1999).

b. Qualitative Analyses

The think-aloud sessions were audio-recorded, ¢rédbexd, and coded for analyses. Transcripts wese fi
segmented into idea units (Kroll, 1977). An ide# was defined as a single complete piece of infdrom
consisting of a phrase, clause or sentence. Uhgibd¢ words or phrases were not included for agginor
were units that did not express an idea or a thiosigth as “uh” or “um.” Then the study used lineliog
coding approach (Glaser, 1978) to explore pattanasthemes in the data. These initial codes, cosalbivith
literature described in previous sections, werd tsalevelop the coding scheme. Based on the coding
scheme, two coders coded all the protocols withgarement of 88%. In addition, to allow for ideicttion
of the composing sequence, the protocols were neieea for the groupings of the processes. While the
study was primarily qualitative in nature, quantify the process data helps provide more informaiiothe
trends of the processes within and across tasksvetets. Descriptive analyses including frequenoynts,
percentages, and central tendency statistics veefermed to examine the possible differences and
similarities exist in EFL writers’ processes wheamposing the RW and GW tasks. The quality of thigtevr
texts o = 20) was assessed by two experienced EFL writiaghters with doctoral degrees in Applied
Linguistics. The texts were rated holistically bdea the content, structure, and language useedgettis.
The inter-rater reliability estimates were accelgtatith a Spearman Rho of .91 for the RW taskstardcW
tasks.

IV Results and discussion

1 Descriptive statistics

The variables used in the RW analyses include fatant factors and thirteen indicators, and fouena
factors and nine indicators in the GW analyses.oBefmodel estimations, univariate and multivariate
normality assumptions were examined for the ML ptheoes. No normality violations were identified.eTh
reliability estimates were satisfactory for allaségy variables, with Cronbach’s alpha ranging ft@thto .95.



2 SEM analyses

a. The relationship between RW strategy use anihgriest performance

The preliminary model hypothesized the relationshiamong Self-regulating, Discourse Synthesis,
Paraphrasing, and the analytic ratings on the RW. thhe model demonstrated an excellent fit todh&
(SRMR = .025, RMSEA = .000, TLI = 1.004, CFI = 100(nd then served as a baseline model for further
comparisons. The fit of competing models were exachiand compared by constraining the paths from
different types of strategy use to Writing Abilignd the paths from one strategy use to anotheertm The

fit indices of these competing models suggestet $adf-regulating had no direct, but indirect impaa
Paraphrasing through Discourse Synthesis. SimjlBicourse Synthesis had no direct, but indineitténce

on test-takers’ writing performance via Paraphmskigure 1 presents a diagrammatic representafione
resulting full latent model which consisted of twarts: RW strategy use and test performance. Thdem
exhibits a good representation of the sample getd54)= 46.920, SRMR = .025, RMSEA = .000, TLI =
1.005, CFI = 1.000) and provides a reasonable eaptan of the relationships between test-takeratsty
use and their test performance on the RW task.mo@el was accepted to explore the relationshipsdest
RW strategy use and writing test performance.

The full latent model (see Figure 1) indicated tBa&ff-regulating had a significant, direct positive
influence on Discourse Synthesgs< .97) and Writing Ability g = .35). It also had indirect positive impact
on Writing Ability via Discourse Synthesis and Rareasing. This suggested that Self-regulating madtect
test-takers’ writing performance directly, includifcontent,” ‘organization’ and ‘language use’ asgeof
their writing, and served executive control ovesdurse Synthesis and Paraphrasing. Discourse &3ysith
had a positive indirect influence on test-takersting performance by means of Paraphrasihg (66). The
result suggests that test-takers used Organiziglgctihg, and Connecting strategies to help theteroene
what to paraphrase and how to paraphrase fromrigmal texts. It echoes the findings in integratedting
literature that source-based writing tasks oftequire a complex level of cognitive and linguistiopessing,
including selecting, organizing, and connecting {@&4a, Villalon, de Dios, & Martin, 2007; Spivey, 99.
Paraphrasing had direct and positive impact on ikgriAbility (B = .12), however such impact was not
significant. It suggests that the RW task requitest-takers to use a combination of multiple sgiat in
order to complete the task successfully. The fimadel also showed that test-takers’ writing ability
significantly affected their ability to use sounceterials § = .41). This result provides empirical evidence
that L2 writers’ ability to write is strongly assated with their ability to integrate source infation in their
writing (Shi, 2004).

In addition to the relationship between L2 writesgategy use and performance, the model also lexyea
a positive relationship between the error term®a@ated with Selecting and Language Use, and atinega
relationship between Selecting and Source Use.fihdeng suggested that the selecting strategiesether
facilitate or hamper test-takers’ graph writingfpemance. It is possible that more proficient wstesed the
selecting strategies to extract important infororatfor writing while less proficient writers seledt only
fragments from the original texts and inserted weyds and sentences in their own writing.

These findings suggested that test-takers needadtiteely interact with the source texts and tlosin
texts by engaging in various writing strategiesluding planning, monitoring, organizing, selecting,
connecting, and paraphrasing in order to perfornil. wBecause the RW task elicited the strategies
hypothesized in literature on integrated writingg(eEsmaeili, 2002; Plakans, 2009a; Spivey & Kitg39),
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the findings may provide evidence that the RW tasdasures the academic writing ability to write from
sources.
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Figure 1 The final latent model (RW)
Note.PLAN = Planning, MON = Monitoring, ORG = OrganiginSEL = Selecting, CON = Connecting, PAR

= Paraphrasing. Numbers are standardized estimates.

b. The relationship between GW strategy use antingriest performance

Among various competing models under testing, olddtent model (Figure 2) represented the sardpta
well (2 (22)= 22.255, SRMR = .031, RMSEA = .006, TLI = 1.006I& 1.000). Considering that the model
was statistically and substantially feasible, thadel was accepted as a feasible one in explainemgample
data.

Initially Graph Comprehension and Graph Reasoniageviboth hypothesized to have a direct and
positive effect on Graph Writing Ability. These iags, however, did not appear in the data. Evemgino
Graph Comprehension presented no direct impactraptGANrriting Ability, it had a significant indireetffect
(B = .22) on performance via Graph Reasoning. Sifgjl@raph Reasoning had a strong indirect effgct (
=.23) on performance by means of Graph Translafibrpaths were significant at the .001 level.

The fact that graph comprehension and graph reagatiategy use had no direct effect on graph
writing ability seemed somewhat surprising. Sudults can be interpreted from two perspectivestHiue
to the significant relationships among Graph Corension, Graph Reasoning, and Graph Translation, it
would not be just to say that Graph Translatiomalaffected graph writing test performance. The ehod
suggested that Graph Comprehension and Graph Reggdayed mediating roles in the successful
completion of the GW task. A lack of one type ohttgy use might impede the writing progress. hreot
words, Graph Comprehension, Graph Reasoning, aaphGiranslation worked as a set of strategy reperto
used to satisfy each stage of composing purposemarimize graph writing performance. Second, the
model also suggested the importance of a writarigllage resources. With little knowledge in English
lexicon and grammar rules, writers would not beead@implete the task successfully even if they could
understand and interpret graphs reasonably wedl.résult is in support of Bridges’ (2010) findirigat
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writers often experience difficulty when it comesconverting graphical information into written wisr

The model also pointed to significant negativetretships between the error terms related to LP and
Graph Writing Ability. Such relationship appearedital because the task primarily required writers
identify the trends of the data rather than cerit@iiependent, single specifier. The finding sugegkshat L2
writers’ overly attention to details could havedederious influence on graph writing performance.

-17
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Figure 2 The final latent model (GW)
Note.GP = Global Processing, LP = Local Processing, £INnking, SEL = Selecting, PL = Planning, EVA

= Evaluating. Numbers are standardized estimates.

3. Qualitative Analyses
The think-aloud protocols and interview data regdathat all writers were generally engaged in two
composing stages: a preparation and a writing stBgeing the preparation phase, all writers reagk ta
prompts, requirements, and then the source materMbst of the participants read prompts and task
requirements more than once, and subsequentlydres@ae key words and phrases to understand the tas
purposes further. During the writing phase, thdewsi used a set of strategies to cull importamrimétion to
be integrated in their own writing. In the prepamat stage, the writers read the source texts for
comprehension; and in the writing stage, the wsitead the source texts for summarization. As C¢hee4)
pointed out, reading strategies used for compretbensan be very different from those used for
summarization due to the different goals they serve

To examine whether writers with different levels pybficiency used different types of processes, all
participants were divided into two groups for comg@an based on their writing scores. Writer A, Ba@l H
were selected to represent the more proficient grdligh group), and Writer D, E, F, G, |, and J &er
selected to represent the less proficient groupv(gooup). Figure 3 presents a bar graph with thegrgéage
of each process employed by the high and low group.
The results showed different patterns of compogiragesses between the High and the Low groups. High
group engaged in momgobal processing, linking, formulatingndrevisingthan the Low group during the

RW and GW tasks. The Low group engaged in nhazal processinghan the High group for both tasks. The
10



think-aloud protocols also reflected that writers the High group frequently reread titles, ideetdfi
organizations (e.g., topic sentence, graph strasjuand skimmed for gist and trends of the sooraterials.
Writers in the Low group tended to break senteno&s parts and resort to translation as a means to
understand the texts better for the RW tasks acuksfon data point values for the GW tasks.

Interestingly, althouglylobal processingvas employed more frequently by the High groum ttiee Low
group during the GW tasks, the difference was fasrhall. This appeared to reflect the differenaeshie
nature of these two types of tasks. The RW tasysime a mastery of threshold reading comprehenskdh
while the GW tasks do not. In other words, writansh little comprehension of word- or sentence-leve
information might have difficulty capturing the deal ideas of the passages and thus engagirgjoival
processingwhen responding to the RW tasks. On the other hidnedGW tasks do not require a minimum
reading ability, yet several writers from both High B, C) and Low groups (D, E, J) had indicatedheir
interviews that they felt the GW tasks were moralleimging because they had to “translate” soureplg
into written texts. This difference can also bde@kd in the degree ahonitoring and examining tasky
writers. During the GW tasks, the High group denshchore attentional resources to improving meclanic
accuracy of their writing, thus, ensuring theirfiflthent of the tasks. However, according to writérom the
High group (B, C, H), the RW tasks provided some sb writing samples so they had clear structuces
follow and content to paraphrase when composing.

Extractingwas a process occurred more often for the Low gtbap the High group during the GW
tasks. A further examination of individual writet®emposing processes (see Appendix B) revealedvlmat
writers from the Low group (Writer | and F) did neoextracting than others in the group. Compareather
writers, these writers had more experience reading interpreting graphs. Writer |, a Health Care
Management major, and Writer F, a Physical Themapyor, stated that lots of their academic cours&wor
involved analyzing graphs and converting data igtaphs in their interviews. These writers foundirthe
experience had helped them determine what to deleatriting.

45

@ High (RW)
ELow (RW)
204 OHigh (GW)
OLow (GW)

35+

30

25+

20+

15+

10+

0t
Examining Global Local Extracting Linking  Formulating Revising  Monitoring
Task processing processing

Figure 3 Percentages of composing processes afitwgs of writers
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V Conclusions

The study explored test-taking strategies that daaage writers used on a RW and GW task for theogerpf
test validation. The study also examined how wgitstrategy use affect their performance on baghteesks.
A SEM approach, think-aloud protocols, and intemgevere used in this endeavor. The findings shawat
the RW and the GW tasks engaged EFL writers iniplelstrategies described in the literature ofgna¢ed
writing. In other words, writers in the study wdikesly to draw on their source comprehension, iptetation,
and language resources to respond to the task.dviemehe use of these strategies generally fatht test
performance. Similarly, as indicated in the verattocols, writers engaged in several problem-sghéand
discourse-synthesizing approaches to academiagniéported in previous literature of source-baseting
(Bridges, 2010; Hirvela, 2004; Ruiz-Funes, 1999y&yp 1997). Thus the study provides evidence fipsut
the construct validity of the RW and GW tasks. didiion, contrary to the purely linear (Rohman, 3pé&nd
recursive view of writing (Flower & Hayes, 1981; tié, 1985), the protocols revealed both linear and
iterative nature of composing from sources. It @ppe that writers’ L2 proficiency and composingmse
may have contributed to the recursiveness of thegss. Writers with higher L2 proficiency interatteith
source texts more actively, and thus they demamestiaa more flexible and dynamic patterns of prackesss
proficient L2 writers, however, tended to followrere linear progression in the sequence of compgosin

The study also revealed that the GW task tappdohglevel graph comprehension and challenged the
writers to transform their interpretations of th@ghs into a meaningful text of their own. On tiieeo hand,
the RW task minimally required comprehension ofltdwal-level information. In general, the RW tasks
required more effort into preparation for writindgnie the GW tasks required more effort toward alctua
composing. The findings provide support that thesks may be measuring different aspects of schased
writing ability.

The study also revealed some differences betweseHlitth and Low group. The High group showed a
tendency to use a wider range of processes magedntly than the Low group, a finding that canibkdd
to research on cognitive operations during soussed writing (Connor & Kramer, 1995; Esmaeili, 2002
Plakans, 2009; Yang & Shi, 2003). These resultgesstgd that the tasks generated different procasses
proficient and less proficient writers. Becausewigten products reflected the processes deplaoynhg the
tasks, writers’ scores can be seen to reflect Higlity to use processes and that the tasks mag helped
differentiated between skilled and less skilledt@rs. However, caution must be taken due to thenpial
influence of graph familiarity on writers’ processand performance as indicated in a number of essuat
graph-based assessment tasks (Katz, Xi, Kim, & §h2004; Xi, 2010).

Several major limitations of this study should lmeal. First, the study only focused on two sourased
writing tasks specifically developed for the stutigsk and topic effects may occur given that tlaeeemany
variants of academic writing. In addition, becatigs was essentially an inventory study, only alsmanmber
of possible strategy items were used. No doubtetbeuld have been many other strategies writessusa
to approach the tasks. Future studies focusing ane gualitative analyses such as eye-tracking mata
offer more insights into writers’ mental operationgesponding to source-based writing tasks.
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The Ninth Annual Hawaii International Conference Education (HICE) took place at the Hilton Hawaiian
Village in Honolulu, Hawaii. The 2011 HICE providessearchers with cross-disciplinary interests cress
to meet and interact with scholars from variouscigi;mes and cooperation opportunities with these
academics and professionals. The conference wesbkeeleen January'4o January . | flew from Taipei
to Honolulu and arrived early at 7am in the morrrinngJanuary‘ﬁ. In the conference, | presented two papers
and was invited to be a session chair for an ESSIT&ession on January.3n addition to my presentations,
| also attended several sessions on topics relatiéracy education, language assessment, comassested
language learning, and language learning and tegchi

On the first day of the conference, | attended akalwop on washback effects of testing on curriculum
and instruction presented by Professors Melinda&pand Gina Anderson from Texas Woman’s University
The workshop provided explicit explanation aboutvhHagh-stakes testing may have phenomenal imparcts o
stakeholders including English learners, teacleerd, school administrators. They also provided ssiyyes
regarding how the program and assessments canltwedato accommodate English learners’ needs and
promote their language achievements. The workshagoisely related to my current research project an
useful for me to explore the issue of assessment the perspective of their impacts on learning teaghing
of English in Taiwan.

On January '8, | attended a keynote speech entitled “Hawaii € Thgacy of Literacy” given by one of
the very respected Dr. Puakea Nogelmeier from thevddsity of Hawaii and Kau'i Sai-Dudoit from the
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Hawaiian Newspaper Resource. They first describedvariety and history of literacy practices in Haw
and moved on to discuss the multicultural intecardi among various language groups. Then they talkec
about how the long-lasting traditions of oral sys¢eand ever-changing technology have intertwinéo @
powerful force driving the interplay of oralitytdiracy, and education in the modern society todihg.speech
inspired me to think about the role of new liteescin an EFL classroom in Taiwan and the possible
incorporation of communication technologies intassrooms to promote and mediate the participatch a
interactions of students. On the same day, | astened to Cindy Y. Chung from the University ofe@on
presenting her work on the development of authdistiening materials for college students in Taiwdhe
talked about using adapted authentic listening nadgein listening courses and provided a list ofivaties
that promoted the development of college studelBtgjlish listening ability. Following these sessiohs
listened to a presentation on how Japanese leaapgn®ach academic papers given by Professors Yukc
Hijikata, Yasuo Nakatani, and Makoto Shimizu frorakyo University of Science. They discussed many
strategies learners used during reading journatlest in the filed of business management and made
pedagogical suggestions toward EFL reading pedagogy

On the third day of the HICE, | listened to sevefa$cinating presentations on topics regarding
computer-assisted language learning. Two reseachBchael Barbour and Kelly Unger from Wayne State
University, talked about a creation of online leagnenvironments and how they may be applied tdinga
comprehension assessments in classroom settingsy Chkkunen examined the application of Twitter fo
pedagogical purposes. In the afternoon, | went wwekshop delivered by Professors Jeanne Bauwens fr
the University of Hawaii at Manoa and Suzanne Redanfrom the University of Kansas. These reseascher
demonstrated different approaches for improvingtimgi proficiency of students across disciplinesisTh
workshop was relevant to my NSC project and hasgiged some insights into college writing instruaso

On the last day of the HICE (Januaff)7I attended a workshop entitled “Does Assessrhiave to be
Painful? Fun Yet Challenging Ways to Assess Grougtiviies” delivered by Ruth Grady, Ingrid
Gouldsborough, Tracey Speake, and Elizabeth Shéemtarthe University of Manchester. They discussed
several activity-based assessment procedures thwtben incorporated in language classes. The wopksho
provided innovative approaches that enable teadbepgtter understand students’ current levels faster
students’ motivation to improve their ability. Thsork is closely related to one of my students’steestudy
advised by me.

- g

The presentations | attended allowed me to keepteddwith the current research developments irfighe

of applied linguistics and had inspired me to erplearious interdisciplinary areas for my futureearch. |

am also fortunate to have the opportunities to talkeveral scholars from different disciplines aondntries
during my sessions. They had provided me some lusefoments and suggestions for my study and offered
ideas on cross-cultural and interdisciplinary petge Although | have attended numerous conferencése
past such as AAAL, LTRC, and TexTESOL, to nameve, filae experience of attending the HICE was very
stimulating and informative because | got to listervoices from different groups of people and esmie

my research from various perspectives. | learngteat deal from the HICE and | felt refreshed witw
ideas for more and better research when | came. bHails experience is exhilarating and extremely
rewarding.
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The conference was well-organized, with relevard anvariety of topics as well as efficient format
combined with presentations, poster sessions, amkisivops.
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«ang, H.-C. (under review). Exploring composing processes in
source-based writing test tasks. Submitted to TESOL Quarterly (SSCI
Journal ).

«ang, H.-C. (under review). Modeling the relationships between
test-taking strategies and test performance in a graph-writing test
task. Submitted to English for Specific Purposes (SSCI Journal).
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